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Coding task for the Family Income and Expenditure Survey

Informationfrom
households via an 
online survey system

Assign labels
Labeled
information

Result
tablesData processing

Assigning corresponding category labels (or classes): 
An essential activity for data processing in official statistics



Image of Japanese shopping receipt

Shop name

Product names 
& prices

Tax & total

…

Ex: Incomplete product name 

Complete product name in English:

Rich taste cream stew cubes

rich taste stew crea...

Ex: No space between words

wilkinsonsparklingwater

Product name with spaces in English:
Wilkinson sparkling water

Ex: Contains multiple types of characters

: Kanji : Hiragana : Katakana



Hybrid autocoding system (HAS)

 Combined method of rule based classification method & classifier based on 
machine learning technique

 Implemented in data processing for the Family Income and Expenditure Survey 
since Jan. 2022

Input
Rule-based

method
Method based on 
machine learning Output

Coded

Un-coded

Hybrid autocoding system

Web questionnaires
(family account book) Difference on 

Evaluation Scores

Accuracy
Coverage
Precision
Recall
F-1 score



Result of coverage of HAS

Result of coverage

->Difficulty in coding receipts data
Number of target data

Various kinds of product name



Hybrid autocoding system (HAS)

 Combined method of rule based classification method & classifier based on 
machine learning technique

 Implemented in data processing for the Family Income and Expenditure Survey 
since Jan. 2022

Input
Rule-based

method

Method based on 
machine learning Output

Coded

Un-coded

Hybrid autocoding system

Web questionnaires
(family account book)

Difference on 
Evaluation Scores

Accuracy
Coverage
Precision
Recall
F-1 score



Results of coverage of HAS

Result of coverage of rule-based method Result of coverage of method 

based on machine learning



Numerical Examples

Family Income and Expenditure Survey

 Sampling survey monthly conducted by Statistics Bureau of Japan
 Dataset contains purchased items name or receipt items name in short text 

descriptions including descriptions obtained from shopping receipt images, and 
corresponding labels

 Approx. 520 different category labels are available

Number of training data : approx.  30 million

Number of evaluation data : approx. 990,000 per month

Data from Jan. 2018 to the previous month’s data of the evaluation data
ex) We use Jan. 2018 to Aug. 2022 data if the evaluation data is Sep. 2022 data

Training data

Evaluation data

Data from Sep. 2022 to Jun. 2023



9

ҧ𝑝𝑗𝑘: Reliability score of j-th object to a class k

Relative frequency of object j to class k

Classification status of object j over the ෩𝐾𝑗 classes

Probability measure Fuzzy measure

Transformation from ෨෤𝑝𝑗𝑘to classification status of object j

Explanation of the uncertainty of the training data.
Utilization on the deference of measurement of uncertainty.

Ӗ𝑝𝑗𝑘 = 𝑔 𝑛𝑗 ҧ𝑝𝑗𝑘

The classifier arranges 𝑝𝑗1, … , 𝑝𝑗𝐾 in descending order and creates ෤𝑝𝑗1, … , ෤𝑝𝑗𝐾 , such as ෤𝑝𝑗1 ≥ ⋯ ≥ ෤𝑝𝑗𝐾 , 𝑗 = 1, … , 𝐽.

T : T-norms (Menger, K., 1942)

𝑝𝑗𝑘: Relative frequency of object j to class k

𝑝𝑗𝑘 =
𝑛𝑗𝑘

𝑛𝑗
, 𝑛𝑗 = ෍

𝑘=1

𝐾

𝑛𝑗𝑘 , 𝑗 = 1,… , 𝐽, 𝑘 = 1,… , 𝐾

𝑛𝑗𝑘 : Number of text descriptions in a class k with j-th object in the training dataset

𝑔(𝑛𝑗) : Weight for control size of object j 𝑔 𝑛𝑗 = ൗ𝑛𝑗 1 + 𝑛𝑗
2 , 𝑔 𝑛𝑗 = tanh𝑛𝑗

ҧ𝑝𝑗𝑘 = 𝑇 ෨෤𝑝𝑗𝑘, 1 + ෍

𝑚=1

෩𝐾𝑗

෨෤𝑝𝑗𝑚 log𝐾 ෨෤𝑝𝑗𝑚 , 𝑗 = 1,… , 𝐽, 𝑘 = 1,… , ෩𝐾𝑗.

ҧ𝑝𝑗𝑘 = 𝑇 ෨෤𝑝𝑗𝑘, ෍

𝑚=1

෩𝐾𝑗

෨෤𝑝𝑗𝑚
2 , 𝑗 = 1,… , 𝐽, 𝑘 = 1,… , ෩𝐾𝑗.

After that, ෨෤𝑝𝑗1, … , ෨෤𝑝𝑗 ෩𝐾𝑗
, ෩𝐾𝑗 ≤ 𝐾 are created.

Method based on machine learning



T-norm (Menger, 1942, Schweizer and Skla, 2005)

 Boundary conditions
0 ≤ 𝑇 𝑎, 𝑏 ≤ 1, 𝑇 𝑎, 0 = 𝑇 0, 𝑏 = 0, 𝑇 𝑎, 1 = 𝑇 1, 𝑎 = 𝑎

 Monotonicity
𝑎 ≤ 𝑐 , 𝑏 ≤ 𝑑 → 𝑇 𝑎, 𝑏 ≤ 𝑇(𝑐, 𝑑)

 Symmetry
𝑇 𝑎, 𝑏 = 𝑇 𝑏, 𝑎

 Associativity
𝑇 𝑇 𝑎, 𝑏 , 𝑐 = 𝑇 𝑎, 𝑇 𝑏, 𝑐

where ∀𝑎, 𝑏, 𝑐, 𝑑 ∈ [0,1]

 Algebraic product
𝑇 𝑎, 𝑏 = 𝑎𝑏

 Hamacher product

𝑇 𝑎, 𝑏 =
𝑎𝑏

𝑝 + (1 − 𝑝)(𝑎 + 𝑏 − 𝑎𝑏)
, 𝑝 ≥ 0

 Minimum
𝑇 𝑎, 𝑏 = 𝑚𝑖𝑛 𝑎, 𝑏

 Einstein product

𝑇 𝑎, 𝑏 =
𝑎𝑏

1 + (1 − 𝑎)(1 − 𝑏)



Evaluation measures for classification 

𝑚𝑎𝑐𝑟𝑜 𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
1

𝐾
෍

𝑙=1

𝐾
𝑇𝑃𝑙

𝑇𝑃𝑙 + 𝐹𝑃𝑙

𝐾: number of classes

𝑚𝑎𝑐𝑟𝑜 𝑟𝑒𝑐𝑎𝑙𝑙 =
1

𝐾
෍

𝑙=1

𝐾
𝑇𝑃𝑙

𝑇𝑃𝑙 + 𝐹𝑁𝑙

𝑚𝑎𝑐𝑟𝑜 𝑓1𝑠𝑐𝑜𝑟𝑒 =
1

𝐾
෍

𝑙=1

𝐾

2 ∗
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑙 ∗ 𝑟𝑒𝑐𝑎𝑙𝑙𝑙
𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛𝑙 + 𝑟𝑒𝑐𝑎𝑙𝑙𝑙

𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑁

𝑁: number of text descriptions

𝑇𝑃: number of true positive text descriptions 

𝑇𝑁: number of true negative text descriptions 

𝐹𝑃: number of false positive text descriptions 

𝐹𝑁: number of false negative text descriptions 



Numerical Examples



Numerical Examples



Results of evaluation measures on kinds of input data

Special feature of inclusion of false part 



Conclusions

1. Evaluation of different measures for HAS under several kinds of data

• Previously used evaluation measures are only accuracy and coverage

• Various features based on different evaluation measures (false part based evaluation 
measures(Precision, Recall, f-1 score)) are captured 
- Comparison of receipt and manually inputted data 

-> Machine learning based method is covered for increase of receipt data
- Automatically recognized receipt data 

-> Although scores of coverage is lower, scores of false part based evaluation measures 
are higher 

- Operator based receipt data  -> although scores of coverage is higher, scores of false 
part based evaluation measures are lower

- Manually inputted data -> simultaneous change between coverage and scores of false 
part based evaluation measures

2. Increase of amounts of data depends on increase of receipt data
Increase of autocoding of receipt data is treated by the machine learning method
Coverage of receipt data by using the machine learning method is almost continuously 

higher than one of not receipt data
For all of evaluation measures, evaluation scores of receipt data are higher than evaluation 

sores of manually inputted data.
The above fact shows stability of machine learning method for the receipt data



Conclusions

Further study

Investigation of details of evaluation scores highlights difference of features among 
methods of autocoding 

Development of new method or adoptable local application of methods for 
autocoding system 
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