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Coding task for the Family Income and Expenditure Survey

Assigning corresponding category labels (or classes):
An essential activity for data processing in official statistics

) : Yen! [

Purchased items and their uses Quantities |Unit g:f;:;rs ememi Y Label Category
Sandals (for ladies) 1 |pair 3,564 672 |Shoes (for ladies)
Toilet rolls 6461 532 |Toilet rolls
Chicken 2799 538 222 |Chicken meat
Chocolate assortment box Mql 352 | Chocolate
Hot chilli sauce 300|ml 214I 328 |Sauce
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Image of Japanese shopping receipt

5
.
-
HL

E_Shop name

BInH (E0E. i, ?i‘r?:m-nﬁ-
BE) ¥ — P G L R L

ﬁl:ih.-:\ L - ;I_"\::'J!:E
THAHEESEUFLESITEVEY.
AL :http: M, rafers, co. Jpf
WMAghttp: o e-r -5, oo,

AIELDARIA (5 )11:04

i Product names | ooiz s 5 | |
I & pri rm% T 0o 1l 925
G2 Liin i 4
: prices o0asM T
I RIS ot e 58
: 00370188 = —ERE AN R 6D ||
LR ST e B iR TR e ¥I5S |1
: VLIRS A A W |
I IR A A A (5D W2E0 |
: B v AT Ahw b 05 |,
I Wol0LEA T4 F =7 [ ¥8E ||
1 0071018 3 gy vFid I
I 27 X Hig $188 |
| poisastEE SMETEy ( vI67
I DlEAE—F~2 h7 ¥ ||
I DOEDIE S U - ¥ SEE w0 ||
I OOdEy 4EE v o — 5 A wirg ||
: umnnliﬂmm PP EPEY,
L - T
(Biad !
Tax & total ekt . O
——————————— e e el (1 Sl

i B D 30~ 821000
B EEEeE 900880
B, CRECEE0n

#ELE. BATEF gr-Sal DR

FRE EREREFR=R (pHIREE ) &

______________

Ex: Incomplete product name
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rich taste stew crea...

Complete product name in English:
Rich taste cream stew cubes

Ex: No space between words
I (- PR IR

wilkinsonsparklingwater

Product name with spaces in English:
Wilkinson sparkling water



Hybrid autocoding system (HAS)

v Combined method of rule based classification method & classifier based on
machine learning technique

v Implemented in data processing for the Family Income and Expenditure Survey
since Jan. 2022
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Result of coverage of HAS
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Hybrid autocoding system (HAS)

v Combined method of rule based classification method & classifier based on
machine learning technique

v Implemented in data processing for the Family Income and Expenditure Survey
since Jan. 2022
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Numerical Examples

v Dataset contains purchased items name or receipt items name in short text |

descriptions including descriptions obtained from shopping receipt images, and
. corresponding labels '
v Approx. 520 different category labels are available

________________________________________________________________________________________________________________________________________

Training data

Data from Jan. 2018 to the previous month’ s data of the evaluation data
ex) We use Jan. 2018 to Aug. 2022 data if the evaluation data is Sep. 2022 data

Number of training data : approx. 30 million

Evaluation data

Data from Sep. 2022 to Jun. 2023

Number of evaluation data : approx. 990,000 per month



Method based on machine learning

Kj
_ x =) — — |74
p]k_T p]kfzp]m ) ]_1' ']; k—l, :I(]
m=1
Kj
ﬁjk =T ﬁ]k'1+ ﬁjmlogKﬁjm , ] = 1,...,], k = 1,,[(]
m=1 Explanation of the uncertainty of the training data.
Utilization on the deference of measurement of uncertainty.
Probability measure Fuzzy measure
Relative frequency of object j to class k Transformation from ﬁjkto classification status of object j

Classification status of object j over the I?J classes
D = 9(n)Pjx
The classifier arranges {pjl, . p]-K} in descending order and creates {ﬁjl, . ﬁj,(} , such as Pjr = 2Pjx,J =1,....J.
After that, {ﬁjl, - ﬁj,?j},l?j < K are created.
T : T-norms (Menger, K., 1942)
pjk: Relative frequency of object j to class k

K

N ,

Pjk = ——) n; = Nk, j=1,..,], k=1,..,K

ny
k=1

njx * Number of text descriptions in a class k with j-th object in the training dataset

g(n;) : Weight for control size of object j gm)=n/ [1+n?,  g(n;) =tanhn;



T-norm (Menger, 1942, Schweizer and Skla, 2005)

Boundary conditions
0<T(ab) <1, T(a,0) =T(0,b) =0, T(a,1) =T(1,a) =a
Monotonicity
a<c,b<d - T(ab) <T(cd)
Symmetry
T(a,b) =T(b,a)
Associativity
T(T(a,b),c) = T(a, T (b, c))

where Va, b, c,d € [0,1]

Algebraic product
T(a,b) = ab
Hamacher product
ab
T(a,b) = p=0

p+(1—p)a+b—ab)’

Minimum
T(a,b) = min{a, b}
Einstein product

b
T(a,b) = .

1+ (1—a)(1-b)




Evaluation measures for classification

TP+TN

accuracy =
N

K
o1 2 TP,
macro precision = e Z, TP, + FP,

K
I = 1 Z TP,
macro recall = e Z, TP, + FN,

=

1 precision; * recall;
macro flscore = —Z 2 * —
K - precision; + recall,

K: number of classes N: number of text descriptions
TP: number of true positive text descriptions

TN: number of true negative text descriptions

FP: number of false positive text descriptions

FN: number of false negative text descriptions



Numerical Examples

Value of evaluation measures
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Numerical Examples
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Results of evaluation measures on kinds of input data

0.990

0.980

0.970

0.960

0.950

0.940

0.990

0.980

0.970

0.960

0.950

0.940

;iceipt data (Auto) /\

"
.,
. .
‘e [

202209 202210 202211 202212 202301 202302 202303 202304 202305 202306
Year/Month

Manual input data

202209 202210 202211 202212 202301 202302 202303 202304 202305 202306
Year/ Month

0.760

0.755

0.750

0.745

0.740

0.735

0.730

0.818

0.816

0.814

0.812

0.810

0.808

0.806

0.804

0.802

0.800

0.798

Coverage

Coverage

Operator input (iR¢l. receipt dat
1.000 ﬁ 0.755

0.750
0.990

0.745
0.980

0.740
0.970 0.735

0.730
0.960

0.725
0.950

0.720
0.940 0.715

202209 202210 202211 202212 202301 202302 202303 202304 202305 202306
Year/Month

m Coverage

g A CCUrACY

g M _Precision
«+«@++ M_Recall

M_F-1 score

Coverage

Vs

Special feature of inclusion of false part

.




Conclusions

1. Evaluation of different measures for HAS under several kinds of data

* Previously used evaluation measures are only accuracy and coverage

e Various features based on different evaluation measures (false part based evaluation

measures(Precision, Recall, f-1 score)) are captured

- Comparison of receipt and manually inputted data
-> Machine learning based method is covered for increase of receipt data

- Automatically recognized receipt data
-> Although scores of coverage is lower, scores of false part based evaluation measures

are higher

- Operator based receipt data -> although scores of coverage is higher, scores of false

part based evaluation measures are lower

- Manually inputted data -> simultaneous change between coverage and scores of false
part based evaluation measures

2. Increase of amounts of data depends on increase of receipt data
Increase of autocoding of receipt data is treated by the machine learning method

Coverage of receipt data by using the machine learning method is almost continuously
higher than one of not receipt data

For all of evaluation measures, evaluation scores of receipt data are higher than evaluation
sores of manually inputted data.

The above fact shows stability of machine learning method for the receipt data



Conclusions

Further study

Investigation of details of evaluation scores highlights difference of features among

methods of autocoding

Development of new method or adoptable local application of methods for
autocoding system
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